
Model-Mediated Teleoperation for Remote Haptic Texture Sharing:
Initial Study of Online Texture Modeling and Rendering

Mudassir Ibrahim Awan1∗, Tatyana Ogay1∗, Waseem Hassan1∗, Dongbeom Ko2, Sungjoo Kang2, Seokhee Jeon1

Abstract— While model-mediated teleoperation (MMT) is an
effective alternative for ensuring both transparency and stabil-
ity, its potential in transmitting surface haptic texture is not
yet explored. This paper introduces the first MMT framework
capable of sharing surface haptic texture. The follower side col-
lects physical signals contributing to haptic texture perception,
e.g., high frequency acceleration, and streams them to the leader
side. The leader side uses the signals to build and update a
local measurement-based texture simulation model that reflects
the remote surface. At the same time, the leader runs local
simulation using the model, resulting in non-delayed, stable,
and accurate feedback of texture. Considering that rendering
haptic texture needs tougher real-time requirements, e.g., higher
update rate and lower action-feedback latency, MMT can be a
perfect platform for remote texture sharing. An initial proof-
of-concept system supporting single and homogeneous surface
is implemented and evaluated, demonstrating the potential of
the approach.

I. INTRODUCTION
In recent years, teleoperation systems in general have

received significant attention in an effort to develop so-
phisticated and robust applications across various walks of
life, e.g., robotic surgery [1], nuclear waste management [2],
remote environment exploration [3], etc. These systems also
employ different sensors and actuators to enable physical
interaction (haptics) and relay the physical properties of the
remote/follower side to the leader side. Unlike visual or aural
feedback, haptic feedback requires a significantly higher
update rate and extremely lower latency to maintain realism,
whereas network systems for teleoperation are inherently
unreliable in bandwidth and latency [4], [5].

Various techniques have been used to overcome the lim-
itations in haptic teleoperation, e.g., different versions of
wave variable transformation [6] and time domain passivity
approach [7]. However, these systems run a trade-off between
system transparency and stability. One of the technologies
that can effectively bypass this trade-off is the Model-
Mediated Teleoperation (MMT), which, in an ideal case, can
provide a stable and time-delay-invariant teleoperation [8],
[9].

MMT has recently been attracting attention. In a standard
model of MMT, a leader side keeps a local simulation
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model of a remote environment, which is used to simulate
and generate non-delayed haptic feedback in real-time. The
core enabling technology is the online construction, update,
and simulation of the local model. In a majority of MMT
systems, the follower side already estimates the parameters
for geometric and contact dynamic properties of the remote
environment. Once estimated, the follower sends only these
parameters to the leader side, instead of sending the whole
interaction and sensed data. The leader side utilizes the
parameters to construct the local model and keep it updated
[9], [10], [11].

A majority of haptic teleoperation systems including MMT
systems have mainly focused on kinesthetic feedback, espe-
cially force feedback [12], [13], as it is one of the most
salient features of haptic feedback[14]. Some teleoperation
systems have been developed to provide tactile feedback,
such as, shape/geometry [15], friction [16], thermal rendering
[17], etc. Several studies have provided both the kinesthetic
and tactile feedback in an effort to deliver higher realism
[18].

However, to the best of our knowledge, haptic texture,
an important haptic property of materials, seems to have
gone largely unnoticed in teleoperation and especially in the
field of MMT. This is mainly due to the lack of proper
modeling/simulation method for surface texture rendering
with reasonable accuracy. However, the last 10 years saw
emerging data-driven texture modeling and rendering meth-
ods that guarantee realism and real-time requirement [19],
[20], [21], [22], [23], [24], [25], and timely application
of the methods to MMT would open new possibility in
teleoperation.

Haptic texture sharing can be a perfect candidate for MMT.
In general, remote delivery of haptic texture is more sensitive
to network performance due to the two requirements for
accurate rendering of texture; 1. relatively higher update
rate and 2. extremely low leader-follower latency. Haptic
texture is usually manifested in the form of high frequency
(up to 500 Hz) vibration, which requires an update rate
of more than 1000 Hz for a seamless regeneration. Very
low leader-follower transmission delay is needed due to
the fact that action-response synchronization is critical for
perception of texture. Very small but noticeable delay often
completely destroys the perception of texture [26], [27],
[28], e.g., stroking stopped but vibration remains, which
eventually breaks the presence. Closed-loop teleoperation
systems intrinsically suffer from variable time delays.



In the current paper, we present a new bilateral model-
mediated teleoperation framework that can deliver haptic
texture. A follower robot interacts with the surface texture of
a remote site and sends the interaction and response signals
to the leader side. A local simulation model that represents
the haptic texture of the remote surface is built and updated at
the leader side in real-time using the data from the follower
side. At the same time, rendering of the texture occurs at the
leader by running the local model. The quality of rendering
increases as the local model is updated with the signals
coming from remote interaction.

II. BACKGROUND

A. Acceleration-Based Haptic Texture Modeling

Texture of a surface is defined by a small-scale micro
and macro geometry of the surface. In particular, perception
of surface haptic texture when stroking a surface (with
bare-hand or a rigid tool) is the result of complex contact
dynamics between the geometry profile of the contacting
surface and the tool/skin. The dynamics yields changes in
various physical signals, i.e., small normal/lateral displace-
ment/force/acceleration. These changes are perceived by the
mechanoreceptors in the skin, generating perception of haptic
texture.

There are two different approaches for digitizing the haptic
texture. First and quite straightforward way is to model
this micro/macro geometry itself [29]. The drawback of this
method lies in rendering: it is not very straightforward to
accurately simulate the contact dynamics in so-called haptic
real-time, i.e., more than 1kHz update rate. Due to this,
many simplifications are often introduced [30], [31]. Second
approach avoids the complex dynamics simulation by just
storing the resultant physical signals (and associated inter-
action parameters). The approach then simply interpolates
the signals with regard to the current user’s interaction for
replicating the dynamics for rendering. This approach is
particularly effective under tool-mediated interaction where
physical signal due to stroking comes in the form of single
vibration (or high frequency acceleration) of a rigid-body
tool. Thus, modeling and rendering of texture can be reduced
to how to parameterize, store, and regenerate these high
frequency acceleration signals [19].

A series of works has recently been introduced for the sec-
ond approach, as the name of data-driven texture modeling
and rendering. Kuchenbecker et al. captured high frequency
vibrations, from tool-surface interaction, in correspondence
with input force and speed [32], [33], [34]. The parame-
terized acceleration profile samples are stored in the speed-
force interaction space and then interpolated to synthesize the
signals for rendering under a given arbitrary user interaction.
The synthesized acceleration is turned into high frequency
vibrations, generating the perception of texture. Abdulali
et al. improved this idea by catering for the direction of
interaction in addition to force [22]. This improvement
enabled the rendering of anisotropic textures. Another study
trained Generative Adversarial Networks (GAN) to produce
high frequency vibrations from images of textures [35].

B. Model-Mediated Teleoperation

MMT is also known as impedance reflecting or virtual
reality-based teleoperation. It was first introduced by Han-
naford [8] and further improved by Niemeyer et al. [9], [36].
MMT is mainly designed to ensure transparent and stable
teleoperation in the face of time varying communication
delays or data loss.

MMT systems has three main challenges: 1) precise
online modeling of the remote environment, 2) updating
the estimated model in the face of arbitrary time delay, 3)
local simulation of the model for rendering. In MMT, a
virtual avatar of the remote site is modeled based on the
interaction with remote objects. Instead of transmitting the
complete signal at every point, estimated model parameters
are transmitted to the leader side and a copy of the remote
environment is established.

III. OVERVIEW OF OUR APPROACH

This paper aims to build an MMT framework for haptic
texture. The Overall structure is illustrated in Fig 1. We
assume that a surface at the remote site is palpated by a rigid
end-effector of the follower robot via single-point contact.
The interaction data of the end-effector, i.e., velocity and
normal force (load against the surface), are measured and
streamed to the leader server through the network. At the
leader side, a local data-driven acceleration-based texture
model is built and iteratively updated in real-time based
on the streamed interaction and acceleration data. At the
same time, the local texture model is simulated based on the
current interaction parameters of the user at the leader side,
providing non-delayed vibration-based texture feedback that
reflects the remote surface. During the interaction, the local
model is progressively improved. Different strategies can be
used to cope with initial premature model, e.g., initially using
direct replaying of the streamed acceleration, then switching
to MMT when enough quality is guaranteed.

Different from standard MMT that only sends estimated
parameters via the network, we decided to still stream the
whole interaction and response data to the leader and to let
the leader do the parameterization and model building. Two
reasons are there. First, we thought the more critical limit is
on the latency, not the bandwidth of the network, so we take
advantage of having all necessary data at the leader side at
the cost of bandwidth. Since the leader side has all the data,
different methods can be applied depending on the network
situation in hybrid a manner, e.g., traditional streaming-
based feedback when network situation is good enough. In
addition, parameterizing high frequency acceleration data
needs complex computation, and a remote system usually
has very limited computing power.

The data-driven acceleration-based texture modeling is
commensurate with MMT. The approach is measurement-
based, and MMT inherently has plentiful high quality (but
delayed) data. It can inherently generate relatively high
quality feedback with low computational power, which fit
well the requirements of MMT. One of the drawbacks, low
adjust-ability is not normally required in MMT where only



Fig. 1. The overall concept and software/hardware components implemented in this study.

exact copy is needed. Sample-interpolation-based rendering
is suitable for progressive model building.

IV. HARDWARE AND DATA TRANSMISSION

The hardware components are presented in Fig. 1. Two
haptic devices are used as the leader and follower robots. A
Phantom premium (1.0; 3D systems) is used as the follower
robot, while Touch X (3D systems) plays the role of the
leader interface. A force sensor (nano-17;ATI Industrial Au-
tomation) and an accelerometer (ADXL335;Analog Devices)
are attached to the end effector of the follower robot for data
collection. A haptuator (MK2; Tactile Labs) is attached to the
end-effector of the leader interface to render haptic vibration
feedback.

A user interacts with the leader interface to explore the
remote environment. The movements of the interface are
replicated on the follower device that interacts with a textured
surface. The force sensor and the accelerometer collect force
and acceleration values from interaction, while the position
data is collected from the follower robot’s encoders. This data
is transmitted over the network to train the local model on the
leader side. The local model also receives position and force
data from the leader interface, which is fed into the local
model to render texture feedback at the haptuator attached
to the interface. For kinesthetic feedback, the streamed force
sensor reading is directly used for the leader interface to
generate same force feedback.

The network framework used in this study is Socket.IO
which provides real-time, event-based bidirectional commu-
nication between leader and follower environments. Two
different edge servers communicate with each other over
a shared WiFi network using Socket.IO. One edge server
operates the leader device, while another edge server operates
the follower device. In the current setup, the network delays
vary between 1 ms and 5 ms.

V. ONLINE TEXTURE MODELING FRAMEWORK

This section describes details about creating haptic tex-
ture models based on interaction signals with surfaces. The
signals include force and speed of the end-effector as input,
and high frequency acceleration (vibration) signals as output,

originating from the interaction. The data collection, clean-
ing, and segmentation procedures are detailed first. Then the
model formation and storage are briefly described.

For texture modeling, the overall approach is inspired
by the acceleration-based texture modeling presented by
Culbertson et al. [19]. The original system is designed for
offline modeling. We revised all the necessary components
so that they work in online with real-time streamed data,
and so that the model update and simulation can be done
simultaneously. The framework for MMT system along with
online model update is provided in Fig. 2.

A. Data Processing and Segmentation

The data for modeling is generated when the follower
robot interacts with a textured surface. The 3D position data
(1 kHz) and force data (1 kHz) are used as inputs. The
acceleration data (1 kHz) provided by the accelerometer is
used as output. All the data is transmitted to the leader side
where it is further processed.

Data segmentation is done at the leader server. In
acceleration-based data-driven texture modeling, the out-
put vibration for different input interaction parameters is
sampled, stored, and then interpolated for rendering based
on current user’s interaction. To facilitate the interpolation,
the vibration signal is parameterized using Auto-Regressive
(AR) modeling (see next section). AR model needs nearly
stationary input segments for proper parameterization. To
this end, first, the signal is divided into straight lines where
position is nearly constant. Second, the straight lines are
further divided into segments carrying practically constant
velocity and force magnitudes. For further details of the
algorithm readers may refer to [23].

B. Model Creation and Storage

Once a new stationary segment is formed, a set of AR
coefficients and variance value that reflect the segment is
estimated. The process in this step is originated from [19].
The AR models for a single texture must contain the same
number of coefficients, as these are used for interpolation
during rendering. Afterwards, the AR coefficients are stored
in the form of line spectral frequencies (LSF) for stability
during rendering.



Fig. 2. The concept of iterative online model building and update. The interaction signals are streamed to the online modeling module. Four steps of
online model update are iterative conducted, generating a progressively improving local model.

The AR models formed at the end are scattered in a
2D space where the axes are represented by speed and
force. Delaunay triangulation is carried out in this scatter
graph with normalized AR models, as shown in Fig. 3. The
triangulation is extended to include the end points of the
space. To this end, the max force and velocity are predefined
in the current algorithm. After analyzing several AR models,
it was decided to consider 300 mm/s as the maximum
velocity, and 3 N as the maximum force. A total of five
end points is added at each of the extremes (zero force and
velocity, and maximum force and velocity) by copying the
AR coefficients of their closest neighbors. The maximum end
points also receive the variance of their closest neighbors,
whereas those at the minimum receive zero variance.

C. Online Model Update

As an initial study, this paper assumes that interaction
occurs with a single homogeneous and isotropic texture at
one time. Future work will be followed for the management
of multiple texture surfaces including the detection of en-
countering new surface, model switching, combining with
geometry model and so on.

The model is updated in every one second. In second,
data for last 1 second (1000 samples) is processed. 200
samples of the previous data are additionally appended at the
beginning of the new one second data to ensure continuity.
The new 1200 data are segmented and parameterized to
AR models. New AR models are then inserted into the
previously established speed-force sample database. This
process continues as new data becomes available. Note that
the update of the model is irrespective of the rendering
output, i.e., rendering continues unhindered while the model
is being updated.

The number of AR samples increase in the local model as
new data becomes available. If the interaction occurs for a

significant amount of time, a large number of redundant sam-
ples would appear in the model, which increases searching
time and model size. In order to limit the number of samples
to a manageable level and to ensure the compactness of the
model, the system keeps track of how complete the model
is and stops adding new samples when a criterion is met.
To define the criterion, the speed-force space is divided into
nine equal rectangles. The center point of each rectangle is
defined, and the sum of distances from the three nearest AR
models to the center point is calculated. As the model is
updated, the total distance is gradually reduced. Once the
sum of all distances reaches below a predefined threshold
given in 1, model update is stopped. At this point the model
is assumed to be good enough as it shows that there are
enough samples in all regions of the input space.

The completion criterion is given by the following equa-
tion:

Ŷ =

j∑
1

N
√
α2 + β2

3
, (1)

where α and β are the diagonal lengths of a rectangle, N is
the number of nearest neighbors, and j is the total number
of rectangles.

Note that at the beginning of interaction with a new
surface, the local model is yet to be created or matured,
and the system cannot generate accurate texture feedback.
Our strategy to deal with this is to rely on the traditional
method; direct application of streamed acceleration to the
actuator. Once the system determines that the samples of
the model is reasonably collected, the feedback generation
is switched to the local model-based. The determination
criterion is also dictated by a modified version of the
completion criterion 1. From our intensive observations, a
value of 7.5 ensures enough number of segments (on average



Fig. 3. Above: Actual completed model for Texture-S3 in speed-force
space. Below three: progressively improving local models as time elapses.
Red lines represents the result of Delaunay triangulation. Green lines are for
the model completion testing. They divides the overall speed-force space
into nine equal rectangles, each of which has a centroid from which the
distances to the nearest samples are measured. Centroids is marked in the
same color as its three neighboring AR models.

10 segments, achieved in roughly three seconds) that are
reasonably well scattered across the speed-force space.

VI. TEXTURE RENDERING

This section describes the texture rendering framework
employed at the leader side. Rendering occurs in a local
loop at the leader side without delay. The rendering system
used in this paper follows the algorithm provided in [19].

When a user interacts with the leader robot, the interaction
force and speed values are captured. They are used to
determine AR model for generating the vibration signal.
Instead of simply selecting nearest sample in the speed-
force space, interpolation scheme is used, which ensure
smoother transition between samples. Direct interpolation of
AR coefficients could potentially result in shifting the poles
of the transfer function and make the whole model unstable
[37]. Therefore, the AR models are first converted into LSF
and interpolation is carried out among the LSF coefficients.

After the conversion, Delaunay triangulation is carried out
in the AR space that encompasses all of the models that were
created, along with those situated at the maximum and zero
axis. The captured speed and force determine three nearest
samples that constructs a triangle. Barycentric coordinates
are used to generate new interpolated AR coefficients and
variance values for the current point. As mentioned in Sect.
V, the maximum speed and force values are capped at 300
mm/s and 3 N in rendering also to ensure that the points
remain within the triangulation convex hull. A white gaussian

signal having variance equal to the interpolated signal is
generated. The gaussian signal and previous vibration outputs
are used to generate new vibration outputs.

VII. NUMERICAL EVALUATION

This section numerically evaluates the accuracy of the
online modeling. The frequency spectrum of the rendered
vibration signal is compared to that of the original vibra-
tion signal. A Hernandez-Andres Goodness-of-Fit Criterion
(GFC) is used as an error metric for comparison. The
frequency domain analysis compares the overall similarities
in the power spectral density of the two signals. The GFC
of the original signal is compared to the GFC values of the
local haptic model as it is updated after each iteration.

A. Error Metric

GFC evaluates weather the reconstructed signal (rendered)
actually matches the original signal. It’s value ranges from
zero to one, where a value of one denotes a perfect re-
construction. However, the quality of reconstruction is not
linearly related to the value of GFC, i.e., a value of 0.5
would not necessarily mean half reconstruction. The human
just-noticeable-difference (JND) for vibrations has been de-
termined to be 17% for vibrations at frequencies higher than
150 Hz [38]. Therefore, a value of 0.9 or higher is considered
a good GFC value as the reconstruction error remains within
the human JND threshold, and users would not be able to
perceive the signal mismatch [20]. GFC is calculated using
the following formula:

GFC =
∥
∑

i Ad (fi)Am (fi)∥√∥∥∥∑j [Ad (fj)]
2
∥∥∥√∥∥∥∑k [Am (fk)]

2
∥∥∥ , (2)

where Ad(fi) and Am(fi) are the DFT amplitudes at a
frequency fi of the measured and reconstructed signals,
respectively.

In the current evaluation, the rendered signal was com-
pared against the original signal. For evaluation purposes, the
local model was built until the stopping criterion was met.
Afterwards, five random AR coefficients were removed from
the final model. These five models were used for evaluation
of the system. The real signals associated with these five
AR coefficients were stored and model building started
from the beginning. The five removed AR coefficients were
approximated at intervals of 2.5s during the online model
update. The GFC value for comparison of the approximated
signal against their real counterparts were calculated. It
was hypothesized that as more data becomes available, the
averaged GFC value of the five points would approach one.

A total of four textures as shown in the upper side of
Fig. 4 were used to evaluate the overall framework. Data
were collected from the follower side for 18 seconds from
each texture surface, and a model was created for each
surface. Five random AR coefficients were selected from
the built model and their original interaction signals were
stored. The same 18 seconds data were used to recreate the



Fig. 4. Above: four texture surface samples used in the evaluation. Below:
GFC values for the four different textures after every 2.5s of data collection.
The values are calculated by averaging the GFC value of five AR coefficients
that were excluded from the completed model.

TABLE I
TOTAL DISTANCE FOR EACH TEXTURE AFTER FIXED INTERVALS OF TIME

(2.5S).

Time (s)Textures 2.5 5 7.5 10 12.5 15 17.5
S1 8.74 7.31 6.11 5.38 4.67 4.56 4.41
S2 7.1 6.64 5.32 4.6 4.23 3.21 3.21
S3 8.92 7.85 6.1 4.2 3.68 3.68 3.23
S4 6.2 6.43 5.54 4.72 4.43 4 3.83

model without considering the five selected AR coefficients.
The model was iteratively updated after every 2.5s of data
to simulate online model update. After every update iteration
(i.e., 2.5s), the signal was approximated at the selected five
points. The GFC value for the five points were calculated
against their original signals and averaged out.

B. Results

Figure 4 shows the result of this process. It can be seen
that average GFC of the models increase as the model is up-
dated with new data. Different textures reach the completion
criterion at different times, as shown in I. The completion
criterion for the models in this evaluation turned out to
be 4.24 according to 1. Texture - S3 reached completion
based on 10s of modeling data, S2 reached after 12.5s, S4
completed at the 15s mark, whereas, S1 did not meet the
completion criterion after 18s of data. It can be seen from
Fig. 4 and Table I that the GFC value reaches 90 % when
the completion criterion is met. Figure 5 shows the power
spectrum of the measured and synthesized signals for all four
textures. The GFC values for these models are available in
Fig. 4 at the 17.5s mark.

C. Discussion

The results in Fig. 4 and Table I highlight that the initial
effort for establishing a haptic texture teleoperation system
has shown promising outcome. However, the system works
under certain limitations that are important to be addressed
in future versions. First of all, the system uses streaming

Fig. 5. Power spectrum of the original and reconstructed signals for all
four completed texture models.

data until an initial model is built. In case of severe network
delays, the initial interactions could be hindered and reduce
the haptic experience. Second, the system switches from
streaming data to synthesized data during rendering. This
switching could result in a impedance mismatch and cause
instability or jerky feedback. One solution would be to apply
a signal smoothing or merging technique to reduce this effect.
Third, the starting and completion criterion are empirically
defined in the current system and as such cannot guarantee
a perceptually sound model. There lies a need to carryout a
comprehensive psychophysical study to find out perceptually
suitable starting and stopping criterion for modeling.

VIII. CONCLUSIONS

In this study, a bilateral MMT framework for surface
haptic texture sharing is introduced. From the best of our
knowledge, this paper is the first attempt that applies MMT
concept to haptic texture sharing. The main contribution of
this work lies in the online haptic texture update framework
and providing a framework for haptic texture teleoperation.
All the necessary components including the hardware setup,
online local texture model building, and the simulation and
rendering of the texture. Rendering of texture and online
update of the local model occur simultaneously at the leader
side without incurring delay, loss of stability, or reduction in
perception, ensuring the effectiveness of the new approach.
The overall framework was tested using four different texture
surfaces. The results showed that the error was reduced as
the model was updated with new data.
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